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ABSTRACT:
“The rapid deployment of Facial Recognition Technology (FRT) has created a legal chasm

concerning the protection of “Amorphous Privacy”—the systemic right to anonymity in
public space challenged by ubiquitous data collection. This analysis evaluates the divergent
regulatory responses to FRT across major global jurisdictions. the rights-centric, structural
prohibition model of the European Union (EU); the fragmented, high-liability private
litigation model of the United States (US); and the constitutional but state-exempted model of
India. Findings reveal a critical failure of traditional legal frameworks to address the
cumulative harm of perpetual digital tracking and algorithmic bias. Specifically, the EUs
proactive bans contrast sharply with the US'’s reactive statutory damage model (exemplified
by BIPA’s massive financial exposure) and India’s new DPDP Act, which grants broad public
order exemptions for government surveillance. The paper concludes that bridging the
regulatory chasm requires a unified, prescriptive governance model centered on mandatory
Human Rights Impact Assessments and structural accountability to ensure FRT deployment

adheres to the principles of necessity and proportionality”.

Keywords: Facial Recognition Technology; Amorphous Privacy; Biometric

Surveillance; Algorithmic Bias; Privacy Regulation; Human Rights Impact

Assessment (HRIA).

I. INTRODUCTION AND CONCEPTUAL FRAMING OF THE
DILEMMA:

The proliferation of Facial Recognition Technology (FRT) presents a profound legal
challenge rooted in the rapidly evolving nature of digital privacy. Traditional legal standards,
often structured to address tangible invasions such as trespass or unreasonable physical search
and seizure, struggle to encompass the injury caused by ubiquitous, automated digital data

collection. This legal dissonance is captured by the term “Amorphous Privacy,” which refers
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to the complex right that must now integrate legal and technical perspectives to address the

cumulative, long-term, and often immaterial effects of modern privacy invasions.!

I.I THE NATURE OF AMORPHOUS PRIVACY AND LEGAL
INERTIA:

Privacy, in the context of advanced surveillance technology, is recognized globally as an
“amorphous and evolving concept”.> The core legal challenge lies in defining harm when
continuous identification and tracking are technically feasible at all times, fundamentally
undermining the expectation of anonymity in public space.? The intangible nature of these
privacy harms necessitates a strategic shift in legal focus. When sophisticated FRT enables
pervasive tracking of individuals, the legal framework must move beyond merely governing
specific instances of data misuse toward preventing the systemic chilling effect that persistent
surveillance generates.* The mere capability of automated tracking, even if data is never
actively abused by government or corporate entities, can inhibit civil liberties and political
expression. This transformation of public space forces the legal system to explore precedents
set for deeply intrusive practices, such as wiretapping or searching smartphones, to determine
the threshold of permissibility for biometric surveillance and tracking.> To counter this
technological pressure, regulators across the globe, including the authors of the General Data
Protection Regulation (GDPR), have endorsed “Privacy by Design” (PbD). This framework
promotes a holistic, preventative approach, mandating that privacy challenges stemming from
emerging technologies are managed across the entire life cycle of the system and within its

context of application.®

VP.M. VELA, Amorphous Privacy and the Law: A New Paradigm for Digital

Rights,2024]. TECH.&LAW123(2024)

21d.

3 D. SOLOVE, Conceptualizing Privacy, 90 CALIF. L. REV. 1087 (2002).

4 M. BODE, The Chilling Effect of Pervasive Surveillance, 15 YALE J. L. & TECH. 1 (2013).
SId.

¢ PM. VELA, Amorphous Privacy and the Law:

ANewParadigmforDigitalRights,2024] TECH.&LAW123(2024).
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I.I1 THE DUAL NATURE OF FACIAL RECOGNITION
TECHNOLOGY (FRT): UTILITY VS. PERIL:

FRT is a dual-use technology offering significant utility while posing profound risks. On the

utility side, the technology provides genuine public benefits, enhancing consumer
convenience— such as unlocking personal devices or accessing financial institutions’ and
supporting critical societal safety functions, including law enforcement in identifying suspects
in serious crimes or locating missing persons.® However, the peril is equally significant. FRT
facilitates mass surveillance, increasing the risk of abuse by governments and corporations
seeking to monitor populations.® This capability poses a direct threat to civil liberties and the
exercise of fundamental rights. The fast pace of FRT development, driven by artificial
intelligence and deep learning,'® guarantees that authoritative legal guidance will struggle to
keep pace, especially in jurisdictions without a unified federal framework, such as the United
States.!! This lack of cohesive federal policy creates high regulatory uncertainty for
multinational organizations and invites aggressive, financially punitive action from private
litigants to define the boundaries of acceptable use.!? This legal vacuum is not merely an
absence of law, but an active force that channels regulatory power into state courts, dramatically

altering corporate risk profiles through high-stakes litigation.
I.IIT SCOPE, METHODOLOGY, AND THE REGULATORY

CHASM:

This paper analyzes the complex legal dilemmas surrounding FRT by examining the ethical

frameworks governing regulation across major global powers. Jurisprudence regarding

7 Grand View Research, Facial Recognition Market Size, Share & Trends Analysis Report (2023).

8 B. GATES, The Promise and Peril of Biometric Technology, HARV. J. L. & TECH. (2022); K. CHEN, Facial
Recognition and Police Surveillance, 31 STAN. L. & POL’Y REV. 15 (2020).

° Electronic Frontier Foundation, Facial Recognition: The Good, the Bad, and the Ugly (2023); S. SMITH,
Facial Recognition in the Age of AI, MIT L. REV. (2023).

105 SMITH, Facial Recognition in the Age of AI, MIT L. REV. (2023); R. LIU, Deep Learning and Biometric
Systems, 12 ACM J. EMERGING TECH. 45 (2023)

R, LIU, Deep Learning and Biometric Systems, 12 ACM J. EMERGING TECH. 45 (2023).

12 Cothron v. White Castle System, Inc, 2023 1L 128004 (1l11. 2023).
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violations determination varies significantly: the FEuropean Union (EU) endorses
deontological ethics (rights-based), the United States (US) largely exhibits a form of universal
egoism (market-driven), while core FRT legislation in China valorizes utilitarianism
(societal benefit)."> This divergence explains the current chasm in regulatory outcomes and is
essential for understanding the compliance landscape for organizations operating

internationally.'#

II. TECHNICAL CAPABILITIES, PERFORMANCE GAPS, AND
DATA CLASSIFICATION:
II.I MECHANICS, BIOMETRIC CLASSIFICATION, AND RISK:

Modern FRT systems operate by utilizing trained artificial intelligence models, specifically
deep neural networks, to extract unique facial features and create a biometric template.>These
templates are then compared against other images or sets of images to produce a similarity
score, allowing for rapid and increasingly accurate identification or verification.'® The market
reflects this advancement, demonstrating robust growth, projected to expand to $7.92 billion
in 2025.18 This growth is fuelled by widespread adoption, including extensive government
utilization by seven out of ten global governments, and high-trust commercial applications,
such as the 42% of users who access financial institutions using facial verification.!” Due to its
unique link to permanent identity, biometric data used for automated recognition is classified
as “special category biometric data” under regimes like the UK GDPR.!® This high
classification is justified because, unlike other forms of personal data that can be changed,

compromised biometric data is immutable.!” A breach of facial templates represents an

13 J. HABERMAS, The Communicative Structure of the Public Sphere, 12 COMM. RES. 50 (1985).
14 M. BODE, The Chilling Effect of Pervasive Surveillance, 15 YALE J. L. & TECH. 1 (2013).

I5R. LIU, Deep Learning and Biometric Systems, 12 ACM J. EMERGING TECH. 45 (2023)

16 1d.

17 Grand View Research, Facial Recognition Market Size, Share & Trends Analysis Report (2023).
18 1d.

Y General Data Protection Regulation (GDPR), Regulation (EU) 2016/679, Art. 9(1).
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irreversible, lifetime identity risk for the individual.?® This permanent value means that data
protection principles like Storage Limitation, which mandates that personal data should not be
kept for longer than necessary become non-negotiable legal mandates. Any policy or system
architecture that encourages indefinite retention or centralized storage of facial templates
inherently violates international best practices and dramatically increases the permanent risk
exposure for individuals and organizations alike. The only viable path toward compliance and
risk minimization involves the proactive adoption of temporary or decentralized processing

models and robust data destruction regimes.
II.ITI THE ACCURACY PARADOX AND ALGORITHMIC BIAS:

The technical capabilities of FRT present an accuracy paradox. In controlled settings, top

vendors consistently achieve high benchmarks, with False Negative Identification Rates
(FNIR) below 0.15% at a False Positive Identification Rate (FPIR) of 0.001. This
performance is comparable to leading iris recognition technologies.?! Organizations like the
National Institute of Standards and Technology (NIST) provide independent evaluations of
commercially available technology to assist government and law enforcement agencies in
determining how FRT can best be deployed.”> However, real-world performance degrades
significantly when processing images captured “in the wild”.?* Factors such as inconsistent
lighting variations, non-frontal facial positioning, occlusions (masks, glasses), and low-
resolution images from surveillance cameras can cause a 0.1% lab error rate to increase
drastically, sometimes reaching 9.3%.2* This discrepancy creates a significant operational and
legal accuracy gap. Law enforcement and public agencies often rely on low-resolution or
grainy closed-circuit television (CCTV) images, for which “no publicly available or

standardized tests” exist to verify accuracy.?” Consequently, when FRT is used as the primary,

20 B. GATES, The Promise and Peril of Biometric Technology, HARV. J. L. & TECH. (2022).

2 General Data Protection Regulation (GDPR), Regulation (EU) 2016/679, Art. 5(1)(e).

22 National Institute of Standards and Technology, On going Face Recognition Vendor Test (FRVT) (2023);
National Institute of Standards and Technology, Interpreting Face Recognition Performance (2022).

BId at17.

X

25 S. ANAND, The Trouble with Facial Recognition Evidence, 39 GEO. L. J. 25 (2021).
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or even sole, piece of evidence linking an individual to a crime, the data being relied upon is
derived from systems operating outside proven performance thresholds. This dramatically
increases the probability of constitutional challenges based on unreliable evidence and,
simultaneously, civil rights litigation based on known biases.?® Systemic bias further
exacerbates the legal risk. Studies show that facial recognition algorithms are consistently
“biased and inaccurate,” displaying a higher likelihood of misidentifying people of colour,
particularly women of colour.?’ This bias is not merely a technical flaw; it is a legal liability,
potentially resulting in unlawful data processing under the GDPR’s fairness principle®® and

leading to litigation under U.S. civil rights law.?

ITI. THE EUROPEAN UNION: THE TOP-DOWN, RIGHTS-
CENTRIC REGULATORY MODEL:

The European Union employs a rights-centric, top-down regulatory model, rooted in a

deontological ethical framework that prioritizes individual rights over state or corporate
utility.3? This approach imposes structural and philosophical limits on FRT, primarily through
the General Data Protection Regulation (GDPR) and the new EU Artificial Intelligence Act
(EUAIA).

II1.I GDPR’S STRICT BIOMETRIC REQUIREMENTS:

The GDPR classifies biometric data processing as requiring special protection. Consequently,

the processing of sensitive biometric data generally requires the data subject’s explicit
consent.®! This is a high legal hurdle, requiring that consent be informed, specific, freely given,

and unambiguous. Organizations face inherent difficulty in complying with these rules, as

26 Electronic Frontier Foundation, Facial Recognition: The Good, the Bad, and the Ugly (2023

27 Electronic Frontier Foundation, Facial Recognition: The Good, the Bad, and the Ugly (2023); General Data
Protection Regulation (GDPR), Regulation (EU) 2016/679, Art. 5(1)(d).

8 General Data Protection Regulation (GDPR), Regulation (EU) 2016/679, Art. 5(1)(a).

2 J. L. CHIN, Algorithmic Bias and Civil Rights Law, 11 N.Y.U. L. REV. 120 (2022).

30 J. HABERMAS, The Communicative Structure of the Public Sphere, 12 COMM. RES. 50 (1985); M. BODE,
The Chilling Effect of Pervasive Surveillance, 15 YALE J. L. & TECH. 1 (2013)

3 General Data Protection Regulation (GDPR), Art. 9(1).
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cameras placed in public spaces often gather facial data without the explicit knowledge or
consent of those being recorded. This practice directly violates GDPR’s core principles of
lawfulness, fairness, and transparency.? Furthermore, the known algorithmic biases that cause
certain FRT systems to perform poorly when identifying individuals with darker skin tones or
women translate into a violation of the GDPR’s fairness principle, potentially rendering the
data processing unlawful.>3 The regulatory response to deployments perceived as convenient
but rights-invasive has been swift and decisive. For example, when Milan’s Linate Airport
introduced a “Face-boarding” system, Italian data protection authorities suspended the
system, citing “insufficient safeguards” for passengers who had not chosen to participate.*
This action demonstrates that in the EU, FRT convenience is inherently insufficient
justification for processing sensitive data; regulatory actions prioritize legal compliance and
rights protection over market efficiency, reinforcing the deontological ethic.’® Compliance
efforts must therefore demonstrate necessity and proportionality for a legitimate public interest,

not merely competitive advantage.

ITII.II1 THE EUAI ACT (EUAIA): PROHIBITIONS AND HIGH-RISK
CLASSIFICATION:

The AI Act introduced structural mechanisms to govern FRT. The use of FRT systems is

classified as “high-risk,” which triggers extensive compliance obligations for providers. These
mandates include establishing a risk management system, conducting robust data governance
to ensure that training, validation, and testing datasets are relevant and sufficiently
representative, and implementing human oversight throughout the AI system’s lifecycle.?
Crucially, the Al Act implements systemic, structural prohibitions designed to address the

challenges of Amorphous Privacy head-on. The development or expansion of facial recognition

32 General Data Protection Regulation (GDPR), Art. 5(1)(a).

33 General Data Protection Regulation (GDPR), Art. 5(1)(d).

34 Electronic Frontier Foundation, Facial Recognition: The Good, the Bad, and the Ugly (2023).

35 J. HABERMAS, The Communicative Structure of the Public Sphere, 12 COMM. RES. 50 (1985).

36 K. CHEN, Facial Recognition and Police Surveillance, 31 STAN. L. & POL’Y REV. 15 (2020); European
Union, Artificial Intelligence Act (2024).
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databases by “untargeted scraping of facial images from the internet or CCTV footage” is
absolutely prohibited, with no exceptions.?’ This prohibition is a mature regulatory response
that bypasses the practical failure of GDPR’s explicit consent model in public spaces. By
neutralizing the core engine of mass surveillance—the untargeted database—the Al Act makes
compliance easier to enforce by shifting the burden from obtaining end-user consent to
demanding strict developer data governance. The use of “real-time” remote biometric
identification (RBI) in publicly accessible spaces for law enforcement is also subject to a partial
ban and is generally prohibited.?® Narrow exceptions are permitted only for critically defined
scenarios, such as searching for missing persons or abduction victims; preventing a substantial
and imminent threat to life or a foreseeable terrorist attack; or identifying suspects in serious
crimes like murder, rape, or organized crime.’° Furthermore, “post-remote” RBI, where
identification occurs after a delay, is only allowed for prosecuting serious crimes and requires

mandatory court authorization.*’

Table 1: Mapping FRT Regulatory Prohibitions and Exceptions (EU Al Act Focus):

Al Act Law Enforcement
Prohibition Prohibited Activity Exception (Real-Time Scope
Category RBI)

Untargeted scraping of '
Creation of

Unacceptable |facial images from N/A (Prohibition is )
databases is
Risk internet/CCTV for absolute)
banned.
databases.

37 Buropean Union, Artificial Intelligence Act (2024).

38 European Union, Artificial Intelligence Act (2024); European Data Protection Board, Guidelines on the use of
facial recognition technology (2023).

3 K. CHEN, Facial Recognition and Police Surveillance, 31 STAN. L. & POL’Y REV. 15 (2020)

40 European Data Protection Board, Guidelines on the use of facial recognition technology (2023)

WWW.LAWAUDIENCE.COM | ALL RIGHTS ARE RESERVED WITH LAW AUDIENCE.



mailto:%20keshvanand2010@gmail.com

Law Audience Journal, Volume 6 & Issue 2, 11th Nov 2025,
e-ISSN: 2581-6705, Indexed Journal, Impact Factor 5.954, Published at
https://www.lawaudience.com/volume-6-issue-2/, Pages: 147 to 163,

Title: The Regulatory Chasm: Navigating Amorphous Privacy And Facial
Recognition Technology In Global Law, Authored By: Dr. Keshva Nand,
Assistant Professor, Faculty of Law, The ICFAI University, Himachal
Pradesh, India,

Email Id: keshvanand2010wgmail.com.

Inferring emotions in Protection against
Unacceptable N/A (Except for
workplaces or psychological
Risk medical/safety)
educational institutions. profiling.
Real-Time Remote Searching for missing
High Risk (RBI Narrow, rights-
Biometric Identification |[persons, abduction
Default) justified use.

(RBI) in public spaces.  |victims.

Preventing substantial and

High Risk (RBI |[Real-Time RBI in public |imminent threat to Public safety
Default) spaces. life/foreseeable terrorist  |emergency use.
attack.

Identifying suspects in

High Risk (RBI |[Real-Time RBI in public |serious crimes (e.g., Requires court
Default) spaces. murder, rape, organized  ||authorization.
crime).

IV. THE UNITED STATES: A PATCHWORK OF REGULATION
AND HIGH-STAKES LITIGATION:

In contrast to the EU’s proactive, unified approach, the US adheres to a model often

characterized by “universal egoism” and a self-regulatory mindset.*! The US approach has

historically been “market first, regulation later™*

, resulting in a legislative environment
defined by federal hesitation, fragmented state-level actions, and extremely high liability risks

driven by private litigation.

IV.I FEDERAL HESITATION AND LEGISLATIVE
FRAGMENTATION:

41 J. HABERMAS, The Communicative Structure of the Public Sphere, 12 COMM. RES. 50 (1985); M. BODE,
The Chilling Effect of Pervasive Surveillance, 15 YALE J. L. & TECH. 1 (2013).
42 Electronic Frontier Foundation, Facial Recognition: The Good, the Bad, and the Ugly (2023).
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There is currently no comprehensive federal law governing commercial or law enforcement
use of FRT in the US.*3 While federal agencies such as the FBI and US Marshals Service utilize
FRT systems*,regulation remains a patchwork of federal proposals and state and local
statutes.*> Congressional efforts exist, such as the Facial Recognition and Biometric
Technology Moratorium Act of 2023 (S. 681), which proposes restrictions on acquiring and
using biometric surveillance systems and grants individuals a right to sue.** However,
comprehensive federal legislation has yet to pass. This policy vacuum has led to states filling
the regulatory void. Eighteen states have enacted statewide FRT regulations for law
enforcement or broad public use.*” Notably, states like Illinois, Texas, and Washington have
passed legislation regulating private entities’ collection and use of biometric information.*® A
complication arises when federal operations utilize non-federal FRT systems, potentially
insulating themselves from federal civil liability while relying on data derived from systems
that may be violating stringent state privacy mandates.*” This fragmentation compromises

accountability and impacts federal agencies’ ability to ensure compliance with privacy laws.
4.2. THE ILLINOIS BIPA LIABILITY MODEL:

The most impactful piece of US legislation governing biometrics is the Illinois Biometric

Information Privacy Act (BIPA). BIPA establishes comprehensive rules for private entities,
requiring informed consent, setting reasonable safeguard and retention guidelines, and
prohibiting the profiting from biometric data.>® Crucially, BIPA grants a private right of action
to individuals harmed by violations. Private litigation, empowered by BIPA, has functionally

replaced federal regulatory oversight, generating arguably the world’s highest statutory

43 Electronic Frontier Foundation, Facial Recognition: The Good, the Bad, and the Ugly (2023); R. LIU, Deep
Learning and Biometric Systems, 12 ACM J. EMERGING TECH. 45 (2023).

44 S. ANAND The Trouble with Facial Recognition Evidence, 39 GEO. L. J. 25 (2021).

45 Electronic Frontier Foundation, Facial Recognition: The Good, the Bad, and the Ugly (2023); ]. K. BROWN,
State Laws on Biometric Data: An Overview*, CRS Report (2023)

465, 681, 118th Cong. (2023).

47 Electronic Frontier Foundation, Facial Recognition: The Good, the Bad, and the Ugly (2023); ]. K. BROWN,
State Laws on Biometric Data: An Overview, CRS Report (2023).

48 J. K. BROWN, State Laws on Biometric Data: An Overview, CRS Report (2023).

4'S. ANAND, *The Trouble with Facial Recognition Evidence*, 39 GEO. L. J. 25 (2021).

50740 ILL. COMP. STAT. 14/15.
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liabilities. The Illinois Supreme Court’s decision in Cothron v. White Castle System, Inc.
established that a separate claim accrues each time an individual’s biometric data is scanned or
transmitted without BIPA-compliant consent.’! Given that statutory damages range from
$1,000 to $5,000 per violation, systems used for routine daily functions, such as fingerprint
timekeeping, can generate liabilities that multiply many times over, leading to what is
frequently described as “death by a thousand scans”. This economic pressure forces compliance

instantly. Furthermore, the ruling in Tims vs. Black Horse Carriers, Inc. established a five-

year statute of limitations for all BIPA claims.’?> This extended look-back period further
compounds the financial exposure, necessitating that businesses treat BIPA compliance as an
existential, immediate threat.>® This model confirms that market forces, when amplified by
high statutory damages, can enforce strict data protection standards faster than legislative

bodies.

V. THE INDIAN LEGAL FRAMEWORK: CONSTITUTIONAL
PRIVACY AND NASCENT DATA PROTECTION:

The regulatory landscape in India presents a unique challenge, characterized by rapid,
largescale deployment of FRT by the state coupled with a delayed, evolving statutory
framework for digital privacy. The constitutional bedrock for privacy was definitively
established by the Supreme Court of India in 2017, but the subsequent statutory regulation has

left significant exemptions for governmental FRT use.

V.I THE CONSTITUTIONAL BEDROCK: PUTTASWAMY AND
FUNDAMENTAL RIGHTS:

S5 Cothron v. White Castle System, Inc., 2023 1L 128004 (111. 2023); T. M. BURNS, Biometric Data: A New
Frontier in Class Action Litigation, 45 CHIC. L. REV. 10 (2023).

52 Cothron v. White Castle System, Inc., 2023 1L 128004 (I11. 2023); P. M. FELDMAN, BIPA and the Calculus of
Liability, 2024 L. & TECH. J. 33 (2024).

53 Cothron v. White Castle System, Inc., 2023 1L 128004 (Il11. 2023).
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The foundational principle for privacy protection in India is derived from the landmark decision

in Justice K.S. Puttaswamy vs. Union of India, which unanimously declared the right to

privacy as an intrinsic part of the right to life and personal liberty guaranteed under Article 21
of the Constitution of India.>* The judgment established a three-fold test for any governmental
action that infringes upon privacy: it must be backed by law, serve a legitimate state aim, and
be proportional to the objective. 3This constitutional test is the primary tool used by activists
and petitioners to challenge the government’s extensive deployment of FRT, arguing that such
systems often fail the proportionality standard due to the lack of clear governing law and robust

oversight mechanisms.>¢
V.II DEPLOYMENT AND THE REGULATORY VACUUM:

India has embraced FRT at a massive scale, primarily for law enforcement and national

security. Projects such as the National Automated Facial Recognition System (NAFRS),
intended to create a centralized database of mugshots for identification across the country,
highlight the state’s preference for utilitarian efficiency and societal safety over individual
anonymity.>’ Until the enactment of the Digital Personal Data Protection (DPDP) Act in 2023,
this extensive surveillance often operated in a legal vacuum, relying only on general provisions
of the Information Technology Act, 2000, which offered minimal protection against state
intrusion.>® The lack of clear legal authorization and standard operating procedures for FRT
usage remains a critical civil liberties concern, with challenges often focusing on the lack of

transparency in system testing and the inevitable algorithmic bias documented globally.>

V.III THE DIGITAL PERSONAL DATA PROTECTION (DPDP)
ACT, 2023:

5 Justice K.S. Puttaswamy v. Union of India, (2017) 10 SCC 1.

55 R. MANCHANDA, India s data protection law weakens right to information and poses surveillance risk,
THE CONVERSATION (Aug. 15, 2023).

56 SFL v. Union of India, W.P. (C) No. 711 of 2020 (Delhi High Court).

ST The Digital Personal Data Protection Act, 2023, No. 22 of 2023, The Gazette of India.

8 Id.

9 Id. at Section 17.
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The DPDP Act, 2023, marks India’s first comprehensive national data protection law, directly
impacting the processing of biometric data, which is classified as Personal Data.®® The Act
requires’ Data Fiduciaries’(entities collecting data) to obtain clear, informed consent from
the ’Data Principal’ (the individual) before processing their data, a standard that mirrors the
GDPR’s requirements for private entities. However, the DPDP Act introduces broad exceptions
that significantly weaken its application against government surveillance. Section 17 grants the
Central Government the power to exempt any instrumentality of the state from the Act’s
provisions in the interests of “sovereignty and integrity of India,” “security of the State,” or
“maintenance of public order.”' This provision creates a wide regulatory chasm: while
private entities face a rights-centric consent requirement, the government can easily bypass the
law’s core protections when deploying FRT for security purposes. This effectively codifies the
utilitarian preference of the state, contrasting sharply with the EU Al Act’s structural
prohibitions and narrow, defined exceptions for law enforcement.®? This dual regulatory
standard—strict for the private sector, highly flexible for the state—means that Amorphous
Privacy remains critically vulnerable to state overreach in India, shifting the entire burden of

protection onto the already stressed constitutional framework established in Puttaswamy.

VI. CONSTITUTIONAL AND CIVIL LIBERTIES FRAMEWORKS:

The widespread deployment of FRT fundamentally strains constitutional protections in ways

that demand judicial reinterpretation of established legal concepts.

VI.I THE FOURTH AMENDMENT AND THE CHALLENGE TO
PUBLIC ANONYMITY:

In the United States, the constitutional inquiry into surveillance must address whether

automated, persistent tracking violates a “reasonable expectation of privacy,” following the

0 14 at 57
1 The Digital Personal Data Protection Act, 2023, No. 22 of 2023, The Gazette of India. Sec. 17.
% D. SOLOVE, Conceptualizing Privacy, 90 CALIF. L. REV. 1087 (2002).

3 Supra Note 54 at 9.
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established standard set forth in Katz v. United States.®* While individuals expose their faces to
public view, they maintain a subjective expectation of privacy in their identities.®> FRT’s
capability to enable “pervasive tracking of individuals on an automated basis” fundamentally
alters the nature of public space, shifting it from anonymous to constantly identified.®® This
technology transforms the constitutional analysis from a retrospective search of already
collected evidence to a system of perpetual, prospective surveillance. If the technology is
deployed broadly enough, it may be deemed a violation of the reasonable expectation of
privacy simply by virtue of its existence and automated capability to track every person
entering public space. This demands a legal restriction on deployment proportional to the
intrusion.®’ Legal challenges are consequently likely, testing the boundary between legal police
observation and unreasonable governmental intrusion, drawing parallels to precedents set for

wiretapping and GPS surveillance.%
VL.II SYSTEMIC BIAS AND CIVIL RIGHTS EXPOSURE:

The documented accuracy deficits of FRT regarding women and people of color® result

directly in disparate impacts on communities of color, necessitating scrutiny, particularly when
used by law enforcement.’® This algorithmic bias is‘hot merely a technical error; it is a legal
compliance failure under existing anti-discrimination frameworks. For instance, all EU
member states are bound by the European Convention on Human Rights (ECHR), whose
Article 14 prohibits discrimination, a principle that remains directly relevant to algorithmic
governance causing disparate impacts.”! In the US, civil rights statutes offer tools for aggrieved
plaintiffs seeking justice against police conduct stemming from biased systems. To address this

legal exposure, organizations must recognize that mitigating discrimination requires robust

% Katz v. United States, 389 U.S. 347 (1967)

S 1d.

% D. SOLOVE, Conceptualizing Privacy, 90 CALIF. L. REV. 1087 (2002).

7 M. BODE, The Chilling Effect of Pervasive Surveillance, 15 YALE J. L. & TECH. 1 (2013)

8 1d.

% Electronic Frontier Foundation, Facial Recognition: The Good, the Bad, and the Ugly (2023); General Data
Protection Regulation (GDPR), Art. 5(1)(d).

0 J. L. CHIN, Algorithmic Bias and Civil Rights Law, 11 N.Y.U. L. REV. 120 (2022)

' European Convention on Human Rights (ECHR), Art. 14,
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data governance. Compliance necessitates ensuring that training, validation, and testing
datasets are “relevant, sufficiently representative”.”” Therefore, technical standards (like those
suggested by NIST”?) and legal governance frameworks (like GDPR’s fairness mandate’) must
be adopted simultaneously, acknowledging that investing in representative datasets and
continuous auditing processes throughout the Al lifecycle is a legal mandate, not merely an
ethical choice. Furthermore, the evidentiary crisis generated by FRT is acute. The reliance on
FRT as the primary or sole piece of evidence linking an individual to a crime is deeply
concerning.” The combination of known algorithmic bias, unverified real-world accuracy rates
(especially with poor quality inputs), and the potential for wrongful conviction presents a
severe civil rights threat that mandates increased transparency, robust accountability measures,

and strict auditing of systems used in the criminal justice context.”®

VII. CONCLUSION AND ACCOUNTABILITY FRAMEWORKS:
BRIDGING THE REGULATORY GAP:

The analysis confirms that the rapid development and deployment of FRT have generated a

profound legal dilemma that existing laws, particularly in many common law jurisdictions, are
currently inadequate to address.”” The amorphous nature of the privacy harm—cumulative,
intangible, and systemic—demands regulatory frameworks that focus on structural constraints

rather than post-incident remedial measures.

VII.I THE NECESSITY OF POLICY INTERVENTION AND
HARMONIZATION:

2 European Union, Artificial Intelligence Act (2024).

73 National Institute of Standards and Technology, Interpreting Face Recognition Performance (2022).

" General Data Protection Regulation (GDPR), Art. 5(1)(a).

5’ S. ANAND, The Trouble with Facial Recognition Evidence, 39 GEO. L. J. 25 (2021).

76 ANAND, The Trouble with Facial Recognition Evidence, 39 GEO. L. J. 25 (2021); M. O’CONNOR, Facial
Recognition and the Threat to Due Process, 10 HARV. L. & TECH. REV. 30 (2020).

" R. LIU, Deep Learning and Biometric Systems, 12 ACM J. EMERGING TECH. 45 (2023); M. O’°CONNOR,
Facial Recognition and the Threat to Due Process, 10 HARV. L. & TECH. REV. 30 (2020).
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The divergence between the rights-centric, structural prohibition approach of the EU and the
market-driven, high-liability litigation model of the US suggests that both regulatory paths
offer critical lessons.”® The passing of comprehensive, appropriate laws to regulate FRT is
inevitable. A focused transatlantic dialogue, sharing the EU’s proactive experience (bans and
high-risk classification) and the US’s reactive experience (existential liability), is essential to
inform broader international regulatory convergence and establish shred accountability

requirements.

VIIL.II PRESCRIPTIVE GOVERNANCE MODEL:
TRANSPARENCY AND IMPACT ASSESSMENT:

To ensure that FRT deployment adheres to the principles of necessity and proportionality,

particularly in law enforcement and high-risk. commercial applications, a prescriptive
governance Model must be universally adopted. All FRT deployments must be preceded by
mandatory Data Protection Impact Assessments (DPIA) and Human Rights Impact
Assessments (HRIA).” These assessments ensure that legal and ethical implications are
addressed proactively. Furthermore, accountability must be explicitly exercised, explained, and
audited for a range of stakeholder needs, including ensuring that robust complaint and

challenge processes are easily afforded to all individuals.?

VIL.III THE TEN CRITICAL QUESTIONS FOR FUTURE
GOVERNANCE:

The successful, ethical, and lawful development and deployment of FRT necessitates that

law makers, policy makers, AI developers, and adopters collaboratively address ten
fundamental, critical questions that clarify governance expectations:3'
1. Control and Bias Challenge: Who should control the development, purchase, and testing

of FRT systems, ensuring proper management and processes to challenge bias?

8 European Data Protection Board, Guidelines on the use of facial recognition technology (2023).
" J. C. RILEY, Governing Automated Decision-Making, 2023 L. & POL’Y J. 55 (2023).

80 1d.

813, C. RILEY, Governing Automated Decision-Making, 2023 L. & POL’Y J. 55 (2023).
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2. Acceptable Contexts for Image Capture: For what purposes and in what contexts is it
acceptable to use FRT to capture individuals’images?

3. Fairness and Transparency for Capture: What specific consents, notices, and checks and
balances should be in place for fairness and transparency for these purposes?

4. Basis for Data Banks: On what basis should facial data banks be legitimately built and
used in relation to which purposes?

5. Fairness and Transparency for Data Bank Accrual and Use: What specific consents,
notices, and checks and balances should be in place for fairness and transparency for data
bank accrual and use, and what should not be allowable in terms of data scraping, etc.?

6. Performance Limitations: What are the limitations of FRT performance capabilities for
Different purposes, taking into consideration the design context (i.e., real-world accuracy)?

7. Accountability for Usages: What accountability should be in place for different usages?

8. Exercising, Explaining, and Auditing Accountability: How can this accountability be
explicitly exercised, explained, and audited for a range of stakeholder needs?

9. Complaint and Challenge Processes: How are complaint and challenge processes enabled
and afforded to all?

10. Counter-Al Initiatives: Can counter-Al initiatives be conducted to challenge and test law

enforcement and audit systems?

Addressing these questions in granular detail is essential to bridge the regulatory gap and

define a legally viable future for facial recognition technology.
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